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ABSTRACT paragraphs, each paragraph in turn consisting of one or sere
tences. The ‘lack’ of global text planning is compensatedfsen-

The defining property of a Concept-to-Speech system isttbati-  tence level: sentences are generated from so-cajfectic tem-
bines language and speech generation. Language geneation p|ates, which combine TAG-like syntactic structures with condi-
verts the input concepts into natural language, which $pgea-  tions which determine when the syntactic tree can be useudyo
eration subsequently transforms into speech. Potentibifyleads The generation strategy employed by LGM may be charactbeige
to a more ‘natural sounding’ output than can be achieved inia p ‘syrvival of the fittest sentence(s)’: each generated sentence leads
Text-to-Speech system, since the correct placement df pite  to an update of the context model, and the conditions on the te
cents and intonational boundaries —an important factorritmrit p|a’[es determine which Syntactic Structure(s) are Slﬂ'tglybn the
ing to the ‘naturalness’ of the generated speech—is coqt@ied  new state of the context model. If there are several cugrenit-
by syntactic and discourse information, which is typicalail-  aple templates —and this is typically the case— LGM makes a non
able in the language generation module. In this paper, arigenedeterministic choice among them. The advantage of this adeth
algorithm for the generation of coherent spoken monologses that a given input will lead to a different output text eachdiit is
discussed, calle®2S Language generation is done by a modul&ed into the system. This variability is assumed to be moleap-
calledLGM which is based on TAG-like Syntactic structures Withant’ for the hearer. The output of LGM is fed into the Speeqm_ge
open slots, combined with conditions which determine when t eration module (SGM). Ideally, a method for generating shee
syntactic structure can be used properly. A speech geoematd- D25 should bdlexible: it should be able to deal with the variabil-
ule (SGM) converts the output of the LGM into speech usingegit ity and the prosodic annotations in the LGM-output. Morepite

phrase-concatenation or diphone-synthesis. should yieldhigh quality speech output. Since no existing method
fully satisfies both requirements, we adapted two speectrgéon
1. INTRODUCTION methods to suit our needphrase concatenation and speech syn-

] ] ] ] ) thesis. Phrase concatenation scores high on naturalness, bonless
This paper describes the underlying algorithm®ag, which em-  fjexibjlity; for speech synthesis the opposite holds. Theaider
bodies a generic architecture for the generation of cohepaken  f this paper mimics the bipartite structure of D2S: in st we
monologues from concepts. D2S is to a large extent domain afgie a closer look at LGM, while in section 3 we go into SGM.
language independent. It was originally developed for Bial

Your Disc (DYD) system, which generates English monologues 2. LANGUAGE GENERATION

about Mozart compositions derived from information foundai
database (van Deemter et al. 1994, Odijk 1995, van Deemter an Syntactic Templates One of the main characteristics of LGM
Odijk 1997). More recently it formed the core of tBalGetter s the usage ofyntactic templates. Figure 1 contains an example
system, which produces Dutch soccer reports on the basilef T from GoalGetter. Formally, a syntactic template= (S,E,C,T),
Text pages (Theune et al. 1997a), and ofMDISsystem, which  wheres is a syntactic tree (typically for a sentence) with opensslot
outputs English and German route descriptions on the bésis 0jn it, £ is a set of links to additional syntactic structures (typica
‘trip table’ (Krahmer et al. 1998). For the sake of illustoat, we NPs and PPs) which may be substituted in the gap's 6fis a (pos-
take the GoalGetter system as our running exarhple. sibly complex) condition on the applicability efand a7 is a set

) ) ) of topics. Let us discuss the four components of the syrterti-
Essentially, D2S consists of two big modulestanguage gener- |45 in some more detail, beginning with tmtactictree S. The
gtlon module (calleld LGM) Whlch converts a typed dgta—lstructuretrees have the form of an initial tree Tee Adjoining Grammar
into a so-callecenriched text, i.e., a text annotated with informa- G joshi 1987): all interior nodes of the tree are labéledon-
tion about the placement of accents and boundaries, apeseh o minal symbols, while the nodes on the frontier are labelther
generation module (calledSGM) which turns the enriched text into by terminal or non-terminal symbols, where the non-teriniodes
a speech signal. One of the interesting features of LGM isitha | the frontier are the gaps which are open for substitutizhaae

does not follow the relatively common pipeline architeetfar lan- marked by a|. Like in the Lexicalized version of TAG (LTAG

guage gen(.erat?on in which text and sentence planning pedired Schabes 1990), we demand that the frontier contains atdeast
guistic realization. In fact, LGM contains hardly aglobal text terminal, lexicalized node. Unlike in LTAG, we do not have th

planning. The only assumption is that a text consists of oneoe g5 ger requirement that most one terminal, lexicalized node is
allowed. Still, many templates of the GoalGetter systentaion

10n line demonstration: http://iris19.ipo.tue.nl:900@ksh.html. only one (group of) lexical node(s), which may be thought ®f a




Template Sent16b

S = relevant_topics, untried_topics < all_topics

templates — {}
/\

sentence_uttered, topic_successful, topic_finished — false
(time) /\

‘ Generate(all _topics, all_templates) ‘

current_topic, chosen_template < nil
while untried_topics # {}

\/|0 /\

et pI ayer /\

do current_topic < PickAny(untried_topics) A
/\ aantekenen

DET]
(playergen) /\
ADJ|
(ordinal) doelpunt

E = time — ExpressTime (currentgoal.time)
player — ExpressObiject (currentgoal.player, P, nom)
playergen < ExpressObiject (currentgoal.player, P, gen)
ordinal — ExpressOrdinal (ordinalnumber)

C = Known (currentmatch.result) A
currentgoal = First (notknown,goallist) A

topic_successful « false
while topic_finished = false
do templates — { t € all_templates | current_topic € Topic () A
Cond(t) = true }
while (sentence_uttered = false) A (templates # nil)
do chosen_template — PickAny(templates) A
sentence_uttered — ApplyTemplate(chosen_template) A
templates < (templates \ chosen_template)
endwhile
if sentence_uttered = false
then topic_finished < true A
if topic_successful = true
then relevant_topics < (relevant_topics \ current_topic) A
untried_topics < relevant_topics A

GoalsScored (currentgoal.player) > 1 A StartNewParagraph
currentgoal.type # owngoal else untried_topics — (untried_topics \ current_topic)
T = goalscoring endif
Figure 1. Sample template from the GoalGetter system. elsj_;()pic‘wccmu' —true
enai
sentence_uttered — false
the head of the construction, while the gaps are to be filleiisby endwhile
arguments. In the other templates, more material is ldx@e@ffor  endwhile

reasons of efficiency. Typical about the GoalGetter terapletthe
high number of collocations: groups of words with a frozerame
ing, such asloelpunt laten aantekenen (have a goal noted) in Tem-
plate Sent16b. The second element of a syntactic templBtétie  associated with this topic and whose conditions are truergtiie
dot fillers. Each open slot in the tregis associated with a call of current knowledge state. In the case of ‘goalscoring’, gteawgns
someExpress function (discussed below), which generates the seiut to be empty: there are no ‘goalscoring’ templates whielag-

of possible slot fillers for the given gap. The third ingrediss C:  plicable when no information about the match has been cauey
the Boolean condition. A templateo is applicable if and only if its  This means that the topic has finished without being suadlessf
associated condition is true. Two kinds of conditions camlise  and the algorithm starts a new generation round with anotipéc,
tinguished: i) conditions on the knowledge state aiidlI{nguistic ~ choosing from the two topics which have not yet been trieein‘g
conditions. Examples of the latter kind are the condititrag Tem-  eral’ and ‘cards’. Assume that now ‘general’ is selectedr this
plate Sentl6b cannot be used to describe an own goal andhéhat topic, the set of appropriate templates is not empty: theresav-
player of the current goal must have scored more than onaadiCo eral ‘general’ templates for sentences introducing theesamatch,
tions of the former type state things lik& ‘should not be conveyed which can be used when the knowledge state is still empty. One
to the user befor@” is conveyed'. Thus, Template Sentl6b canof these is randomly selected, and an attempt is made toaener
only be used if the result of the match currently being deéscthas a sentence from it using the functidpplyTemplate (to be dis-
been conveyed to the user (i.e., is known) and the currehigthe  cussed below). If the attempt fails, other templates aeel wintil
first one which has not been conveyed (is not known). These com sentence has been uttered. If it succeeds, the currentisag-
ditions act as a distributive, reactive planner, in the eghat the garded as successful (a sentence is generated) but unfiffather
conditions are spread across the templates and respone ¢arth  sentences may follow) and the algorithm tries to apply a resw+t
rent stage of the generation process. One advantage ofrtitesgy  plate within the current topic, taking into account that kmew-

is that it carries over immediately to dialogues, in whiclrthcan ledge state changed when the previous sentence was gehédnate
be no pre-planning. Finally, each templateontains a set dbp-  this way, sentences are generated until there are no usafyidsttes
icsT. As we shall see below, the LGM algorithm uses the topic inleft within the topic. Then the topic is finished and removeshf
formation to group sentences together into coherent chofilext.  the set of relevant topics. A paragraph break is realized,the

generation algorithm starts a new round with a new topic.
I1. The Generation Algorithm Let us now consider an example to

illustrate the working of the LGM generation algorithm, shoin ~ Assume that after the ‘general’ topic is finished, the altoni
Figure 2. Its input is formed by the set of topi@l_topics) and the  once again tries the topic ‘goalscoring’, which has beetuidexd

set of templategall_templates). The GoalGetter system uses threeagain in the set of untried topics. Because general infoomat
topics, namely ‘goalscoring’, ‘cards’ and ‘general’, amgpeoxim-  about the match, including the result, has been conveyed in
ately 30 templates, each associated with one or more tofftey.  the previous paragraph, this time there are several apptepr
initialization, the algorithm randomly picks a topic fraatl_topics, templates. Assume that Template Sentl6b is one of them since
say ‘goalscoring’. A set is constructed of all templatesahhare the first goal is scored by the player Kluivert, who has scored

Figure 2: The basic generation algorithm of LGM.



ApplyTemplate(template) ‘ (English: After five minutes {Kluivert / he} had {Kluivert's/ his}

all_trees, allowed_trees — {} first goal noted.) For each tree in this set, it is checkejiwthether
chosen_tree, final_tree, sentence — nil it obeys Chomsky’s Binding Theory anid)(whether it can be used
all_trees — FillSlots(template) to update the Discourse Model, which is a record containihg a
for each member; of all _trees do the objects which have been introduced so-far and the arniapho
if Violate_BT(t;) = false A relations (if any) among them. The first test filters out thst o
Wellformed(UpdateDiscourseModel(t; )) = true sentences because the proper natheverts which occupies the
then trees — trees Ut; (playergen) slot is not free in this position, thus violating Principle
endif C of the Binding Theory. The second test is failed by the tourt
if allowed._trees = nil tree, since the Discourse Model contains no antecedenthéor t
then return false pronounhij in the (player) slot. The remaining tree is selected
else chosen_tree — PickAny(allowed._trees) A and the context state, including the Discourse Model and the
UpdateContext(chosen._tree) A knowledge state, is updated with the information from tihée1
final_tree — AddProsody(chosen.tree) A Then its prosodic properties are computedAgjdProsody (see
sentence — Fringe(final _tree) A Theune et al. 1997b for details): first it assigns pitch atcenthe
Pronounce(sentence) A wordsVIJF, MINUTEN, KLUIVERT, EERSTEaNdDOELPUNT, each
return true expressing information which is new to the discourse. Thagh
endif Zijn (referring back to Kluivert) is deaccented due to givennees
phrasdiet aantekenen is not accented due to structural constraints.
‘ ExpressObject(r, P, case) Subsequently, intonational boundaries are added to thdtires
PN. PR RE — nil tree: a minor boundary (/) is added after the time exprgssion
trees — {} and a major boundary (///) at the end of the sentence, giViag t
PN «— MakeProperName (r) following result
PR < MakePronoun (r, case) (1) Na viJF MINUTEN / liet KLUIVERT zijn EERSTE DOELPUNT
RE — MakeReferringExpression (r, P) aantekene//
:ﬁftzu PRURE Finally, the prosodically annotated sentence (the frifgaefinal

tree) is sent to the SGM to be pronounced.
Figure3: Some functions used in the generation process.

3. SPEECH GENERATION

|. Phrase Concatenation As said, two methods are available to

more than once during the match, and that it is this templatelw  convert the prosodically annotated text into a speech kighaase
happens to be chosen. ThapplyTemplate, shown in Figure 3, concatenation and speech synthesis. Concatenation @cprer
first callsFillSlots to obtain the set of all possible trees that caryed words and phrases is very common in information systems
be generated from the template, using all possible conibimat and forms a good combination with template-based language
of slot fillers generated by théxpress functions associated with generation. However, the following aspects have to be kept i
the slots. Figure 3 shows the functiéixpressObject, which  mind. First, most information systems have fixed sentendtis w
generates a set of NP-trees and is used to generate filletisefor only one or two slots. LGM generates much more flexible output
(player) and (playergen) slots in Template Sentl6b. It has aspecause it in general has many (syntactic) templates withyma
input the entity to be expressed, a list of ‘preferred atitéls’  sjots, which requires smaller building blocks of the coanation
(used inMakeReferringExpression, see Krahmer and Theune method (the words and phrases). This leads to a smallertionyen
1998, these proceedings for more details) and the case of the NPsjze. Moreover, simply making one recording of each relevan
to be generated. The functions called BypressObject return  word and phrase does not result in natural output, sincetiani
phrases referring to the relevant entity using a proper name iy accentuation and phrasing (e.g., deaccentuation ohgteens)
pronoun, and a definite description respectively. The dstfi cannot be dealt with. We solve this by using several prosodic
any) of these functions are gathered and returned. Fdptager)  versions for slot fillers. Depending on the prosodic aninmtat
slot in Sent16b,ExpressObject will return the set containing i LGM's output, the correct phrases are selected. Thersiare
the proper nam&luivert and the pronoumij (‘he’). No definite  gifferent versions available depending on accentuatisactent]
description is returned, since at this point not even inagd and phrasing [phrase-medial, phrase-final, sentencé-firfthe
the values for all the attributes in lig? (e.g., team, position, appropriate pitch patterns needed were elicited from tlealegr
nationality, etc.) is sufficient to single out Kluivert frothe other  py recording the words in contexts that closely match theact
players. For(playergen), which requires an expression in genitive sityation.  Finally, in order to get a good output quality st i
case,ExpressObject returns trees foKluiverts and zijn (‘his’)  important that the recordings are sufficiently well coried! If
(Dutch does not allow definite description in genitive casér  this is not the case, differences in loudness, speakingaade
the (ordinal) and(time) slots, otherExpress functions are used, pitch patterns occur, which are often disguised by insgitinger
which we assume return trees ferste (‘first’) and navijfminuten  payses between the building blocks, thus hindering the duefi
(‘after five minutes’) respectively. The set returnedlllSIots  the output speech. Given that our building blocks are smedkn
then contains trees for the following sentences: usual (single words make up 75% of the GoalGetter database),

Na vijf minuten liet Kluivert Kluiverts eerste doelpunt aantekenen, extra qare IS ta'.(ef" Speakln_g rate and intonation are dm'w

Na vijf minuten liet hij Kluiverts eerste doelpunt aantekenen, recording all bU|Id|ng. bIockg in context. .M(.)reover, aftecord!ng,

Na vijf minuten liet Kluivert zijn eerste doelpunt aantekenen, some effort was put into refining the building blocks, by remng

Na vijf minuten liet hij zijn eerste doel punt aantekenen.



splutters and spikes in the speech signal and altering theneo  diphone boundaries. The investigation of this problemésented
at some points. The advantage of this approach is that thpeiout in Klabbers and Veldhuis (199&ese proceedings).
sounds very natural and comprehensible. The disadvargdbeti
the database construction is very time_consuming' Momredkhe Acknowledgments Klabbers and Theune did their work within the frame-
vocabulary should be of medium size and should remain stable Work of the Priority Programme Language and Speech TechpdibST),
that a minimum of recording sessions is required. More extensponsored by NWO (The Netherlands Organization for SéienRe-
ive information about this method can be found in Klabbe@9{).  search). Krahmer was partly supported by the Language Eegin
ing/Telematics Applications Program, project LE-1 227DMS).

Il. Speech Synthesis Synthetic speech is generated via our
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Figure 4: Example intonation contour for sentence (1).

speech thus sounds quite natural where the intonation tecoed,

as LGM provides a reliable indication of prosody. Howevaer, o
other levels, such as the segmental level, the quality diatip
synthesis can still be improved. One common problem with
diphone synthesis is the occurrence of audible disconigsuat



